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Part I

The Basics



Def Given linearly independent bi.ba bn RM

which form the columns of

B bi.ba ba E1RmY

a lattice 2 12 is

2 L B Bx ocean

oubitxab.at scuba

B is a basis



Ex

B b

What is 2 B Boc 1 next



a or or a

or or anion or or

a or so or 22
0,0 1101

a or or a

a or or a

a or or a



Ex

B 6

What is 2 B Bx IKEA



Honeycomb Lattice

a or or a

a a or or

a a so on a
112

a or fog
or

010

a or or or

a or or a

a or or a



How to represent 2 on a computer

2 E.E.it



Input B S t 2 2 B

However

B might contain irrational Perhaps even

uncomputable aEIR

Ex Restrict to integer lattices 1 72



Given B C 72m and e Max 109 Bi
i

encoded size 2 B m.nl

Therefore say algorithm is efficient iff

runtime Poly mine



Part II

Computational Problems



The Shortest Vector Problem SVP

go

a

7 2 Min 112112

XEL1 0



Ex 2 1 691 22

What is

7 2 Min 1190112

2672218

g
I
ftp.q



Def For 8 841 21 the 8 approximate

Shortest Vector Problem 8 SVP is

Input BE 72mn of lattice 2 2 B

Output UE 2 0 sit 110112 8.2.12

f
as

off a



Fact The larger 8 the easier 8 SVP

say87 2

y.fi
do a



Def For 8 86121 the 8 approximate decisional

SVP 8 GaPSVP is the Promise Problem

Input B r where

BE 72mn of lattice 2 2 B

570

output YES if 74 2 r

No if 2,12 Yr

r

89
jog

NO
YES



An efficient classical or Quantum

algorithm for 8 SVP implies an efficient

algorithm for 8 GapSVP Therefore 8 SVP

is at least as hard as 8 Gap SVP

Prof If B r is a 8 GapSVP instance then

YES if U A B s.t.HU 128r
output

No if u B s.t.lu lsrr

Note 1101 8.2.12 by definition of A Need

as so
n n

8.2.12

89 jog

YES 74 2 r
NO 2 2 yr



Claim For all 8 841 8 GapSVP ENP

Prof Given instance B r

B r is YES instance

Ferddo

2 2 r

Gordo

JUL 2190 sit 11011 r

Moreover

encoded length V n encoded length Vi

n log r

Therefore U is Poly size witness an



The Complexity Landscape of 8 GapSVP

ECCC TR22 170



An Aside

Let

Dn symmetries of n sided regular Polygon

E 9 IDo
s

Theorem An efficient classical or tuantum algorithm

for the non abelian hidden subgroup problem

over Dn implies an efficient algorithm for

Poly n GapSVP



The Closest Vector Problem CVP

go

a



Def For 8 84121 the 8 approximate closest

vector Problem 8 CVP is

Input B Z where

BE 72mn of lattice 2 2 B
IN

output VEL s t 110 112 8

8 As
0101



Fact The larger 8 the easier 8 CVP

01018 Do



Theorem Goldreich et al 1999

An efficient classical or quantum algorithm A

for 8 CVP implies an efficient algorithm for

8 SVP Therefore 8 CVP is at least as hard

as 8 GapSVP

Non proof Let B be an instance of 8 SVP

Call B 2 0 closest vector to Zero

Return ve 2 s t 11211 8482,12

What's wrong with this



The Learning With Errors Problem LWE

8

b Aste
00 v9 89

a



Def For integers Msn Modulus 922 and 2g

the M E X LWE Problem is

Input A b where

An 72m uniformly

b Aste Modi where

S 7L uniformly

e xm

Output Find S



Claim If Pym tell is large 1 then an efficient

classical or tuantum algorithm for M E Z

LWE implies an efficient algorithm for

8 CVP

Proof Given LWE instance A b _Aste mod 4 let

2 X JEEZY At mode C 2m

LWE Gives s Since by definition

8 CVP A b VELA s.t.lv bll 8

if Hell is small then U As solves 8 CVP
Bar



For

8

b Aste
or

V AS 010

a



themes
For an appropriate choice of Parameters

an efficient classical or tuantum algorithm

for m I X LWE implies an efficient

algorithm for Poly n CVP Therefore m 9 X

LWE is at least as hard as Polych GapSVP

Worst to average case reduction



Part III

Crypto



The Magic of Public Hey Crypto

Scott and I have never communicated before

I Say Something

Everyone hears

Scott Says Something

Everyone hears

I say something

Everyone hears

0h14 Scott understands



Def A Public key crypto system consists of three

efficient algorithms

Gen 1 P S key generation

Enc P ME oil C encryption cipher

Dec S C µ decryption

We say a system is secure iff efficient

adversaries A

Pr P C µ It negligible free

I e A cannot do better than randomly

guessing µ



Regev Encryption

Gen in P S where

5 If
P A b As e mode A Kim and e xm

Enc P ME 0,1 c d where

C rTA mod4 E ki r 0,13m

D rtb MLE mod I EX

Decls c d So if d cts mod4

I otherwise



n

d Cts rib MLE TAS

rT b AS MLE

rte µ mod 4

If as in LWE

Em Hell Your a 1
then

I Tell 1151111ell w high Prob

so indeed

14 0 www.d ctscmodtte



Thereof
For an appropriate choice of Parameters if

Regev encryption is not secure then there

exists an efficient algorithm for m I X

LWE Therefore breaking Regev encryption

is at least as hard as Poly n GapSVP



Some Properties of Regev Encryption

Efficient in Practice and can be made faster

by imposing more structure RingLWE

No modular exponentiation like in RSA

Fully homomorphic

Secure against quantum adversaries so far



Cryptographic Suite for Algebraic Lattices

CRYSTALS



Thank You

so


